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Abstract. In this paper, we study a shape optimization problem with Robin boundary conditions
based on an optimal insulation problem. We prove the Γ-convergence of two approximations towards
the functional we want to optimize and we show some numerical experiments in dimension one using
finite differences discretization. In dimension two we provide a method of computing the solution of the
partial differential equation with Robin boundary condition with the aid of fundamental solutions. This
leads to an optimization algorithm on which we observe the behavior of the optimal shape with respect
to the geometry and the value of the source.
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1. Introduction

In this article we present some aspects related to the numerical study of a shape optimization problem
related to thermal insulation. Given a domain K ⊂ Rn, we consider the pair (Ω, u) such that Ω contains
K and u ≡ g on K. We are interested in minimizing the functional

(1) F (Ω, u) =
ˆ

Ω
|∇u|2dx+ β

ˆ
∂Ω
u2dσ + γ|Ω|

where the pair (Ω, u) satisfies the constraints stated above and β, γ are fixed positive constants. When
Ω is fixed and smooth enough, minimizing F (Ω, u) amounts to solving the elliptic partial differential
equation

(2)


∆u = 0 in Ω \K
∂nu+ βu = 0 on ∂Ω \ ∂K
u = g on ∂K.

We note that the case β = 0 was studied in the classical work of Alt and Caffarelli [AC81]. In order to
study the minimizers of (1) the following relaxed formulation in SBV was considered in [BL14]

(3) min
u∈SBV

1
2 ,u=g on K

ˆ
D

|∇u|2 + β

ˆ
Ju

[(u+)2 + (u−)2]dσ + γ|{u > 0}|.

Bucur and Luckhaus [BL14] proved that problem (3) has a solution. Further investigation, and in
particular the regularity of the free discontinuity of the jump set, was done by Caffarelli and Kriventsov
in [CK16]. In [BG15] Bucur and Giacomini studied shape optimization problems with Robin conditions
on the free boundaries.

In [CK16] the authors underline the connection between this problem and an optimal insulating con-
figuration. Indeed, we may assume that there is a heat source given by g on K. We insulate K using Ω
and we cover Ω with a thin layer of width ε of highly insulating material (conductivity 1/ε). If we also
assume that the cost of the insulator per unit of volume is equal to γ then the energy of the configuration
has the form

min
u∈H1

0(Ω∪Σε)
u=g on K

ˆ
Ω
|∇u|2 dx + βε

ˆ
Σε

|∇u|2 dx.

Since u = 0 in the complement of Ω ∪ Σε, then |∇u| ∼ u
ε in Σε. Thus, as ε tends to 0, we obtain (1).

We are interested in finding numerically minimizers of (1). The first approach we use is based on a Γ-
convergence relaxation of (3). Indeed, if a sequence Fε approximates our functional F by Γ-convergence
then minimizing Fε for ε → 0 we hope to get close to a minimizer of F . We propose two different
approximations. The first one is a local approximation using a result of Acerbi and Braides [AB+98].
The second approach is a non-local approximation which works in dimension 1. For both methods we
construct numerical algorithms which can successfully approximate solutions to problem (1) in dimension
one.
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In dimension 2, supposing that Ω is regular enough, we choose to work directly with the PDE for-
mulation (2). This type of problem can be efficiently solved using the method of fundamental solutions.
This consists of considering a basis of harmonic functions and searching for solutions u as a linear com-
bination of elements of this basis which satisfy the boundary conditions. For more works concerning the
method of fundamental solutions regarding similar problems see [GC99] for aspects regarding Poisson’s
equation, [Bog16] for Steklov type eigenvalue problems. The case of non-simply connected domains was
considered in [AV10]. In this context, the computation of a solution of (2) is fast and precise, and it allows
us to construct an algorithm for the shape optimization problem. We are able to test this algorithm in
various situations, obtaining precise results in the case where K is a disk and g ≡ 1, in accordance with
the analytical solution in the radial case. Moreover, computations can be done for general source domain
K and source term g. In particular, we are able to verify numerically some questions raised in [CK16]
regarding the geometrical properties of the optimal set Ω like convexity or star-shapedness.

Outline. The paper is organized as follows. We provide in Section 2 two Γ-convergence results which
provide approximations of the shape optimization functional. In Section 3, we discuss some numerical
implementation details and show results of the minimization of the two approximations in dimension one
using finite differences discretization. In Section 4 we present a numerical method based on fundamental
solutions in order to solve (2) in dimension two. Then we perform some optimization tests for various
source domains K and source terms g.

2. Approximations by Γ-convergence

2.1. Local approximation using Acerbi and Braides method. We construct a first approximation
based on the functional proposed by Acerbi and Braides [AB+98, Th. 3.1] :

(4) ABε(u, v) =
ˆ
D

ψ(v)|∇u|2 dx + ε

ˆ
D

|∇v|2 dx + β

ε

ˆ
D

W (u− v) dx

where ψ and W are positive functions, decreasing on R− and increasing on R+, vanishing only at 0.
Moreover,W is assumed to be continuous and ψ lower semi-continuous. They proved that the functionals
ABε Γ-converges in L1(D,R)× L1(D,R) to the following relaxation

(5) u 7→
ˆ
D

ψ(u)|∇u|2 dx + β

ˆ
Ju

Φ(u+) + Φ(u−) dHN−1

where Φ(t) = 2
∣∣∣∣ˆ t

0

√
W (s) ds

∣∣∣∣.
The Γ-convergence result with local character we propose is built starting from this result.

Theorem 2.1. Let D be an open, bounded subset of RN , and α > 0. And let Pε : R → R+ be a
continuous, non decreasing function such that ∀x ∈ (−∞, 0), Pε(x) = 0 and ∀x ≥ ε, Pε(x) = 1. We define
on L1(D)× L1(D)→ [0,+∞[ the functionals

(6) Fε(u, v) =


(1 + α)2

ˆ
D

v2α|∇u|2 dx + ε

ˆ
D

|∇v|2 dx

+(1 + α)2 β

ε

ˆ
D

(u− v)2+4α dx + γ

ˆ
D

Pε(u) dx if u, v ∈W1,2(Ω)

+∞ else

and

(7) F (u, v) =


ˆ
D

|∇ũ|2 dx + β

ˆ
Ju

|ũ+|2 + |ũ−|2 dHN−1 + γ |{ũ > 0}| if u ∈ SBV(Ω)

and v = u a.e.
+∞ else

where ũ = u1+α.
Then Fε Γ-converges to F in L1(D)× L1(D).

Proof: In Acerbi and Braides functional (4) we choose ψ(t) = t2α for α > 0. This implies that
ˆ
D

u2α|∇u|2 dx =
ˆ
D

∣∣∇u1+α
∣∣2

(1 + α)2 dx

Let us denote ũ = u1+α. Then, identifying (5) with (3) we deduce that Φ(t) = t2+2α. Using the
relationship between Φ and W , we finally find that W (t) = (1 + α)2t2+4α.
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Thus, to prove Γ− lim inf inequality we use both [AB+98, Th. 3.1] and the fact that if uε −→
L1

u then

lim inf
ˆ
D

Pε(uε) dx ≥ |{u > 0}|.

Concerning the Γ− lim sup we use the recovery sequences proposed by [AB+98, Prop. 3.7] and remark

that |{uε > 0}| = |{u > 0}|+ ε

(
T + 1

T

)
, which implies that

ˆ
D

Pε(uε) dx −−−→
ε→0

|{u > 0}|. �

2.2. Non-local approximation. We propose in this section an approximation in dimension 1, inspired
by the result of Braides and Dal Maso [BDM97] for the Mumford-Shah functional, and adapted to a
discretization with finite differences. The functionals we construct are slightly more complicated than
those proposed in [BDM97] because functional (3) takes into account the contribution of the traces of u
on both sides of the jump set, and not only the difference between them.

We consider the spaces of functions
W =

{
u ∈ L1

loc(R,R+) : u(x) = 1 a.e. x ∈ (−∞, 0), u(x) = 0 a.e. x ∈ (1,+∞)
}

and
SBV

1
2 (I) =

{
u ≥ 0 : u2 ∈ SBV(I)

}
.

We first prove the following result, which helps for the proof of Theorem 2.3.

Theorem 2.2. Let f : [0,+∞) → RN be a continuous, non decreasing function, vanishing only at 0,
and satisfying lim

t→0+

f(t)
t = 1 and lim

t→∞
f(t) = 1. We define on L1

loc(R) the following functionals :

Fε(u) =


β

2ε

ˆ
R

[
u2(x+ ε) + u2(x− ε)

]
f

(
(u(x+ ε)− u(x− ε))2

2βε(u2(x+ ε) + u2(x− ε)) + ε2

)
dx if u ∈W

+∞ else
and

F (u) =


ˆ
R
|∇u|2 dx + β

∑
x∈Ju

|u+|2 + |u−|2 if u ∈W ∩ SBV
1
2 (R)

+∞ else
Then Fε Γ-converges to F in L1

loc(R).

The proof follows the steps of Braides’ proof in [Bra98, Th. 3.33 and Prop. 3.38], with an additional
difficulty, since the energy must take into account the traces of the function on the jump set. The main
ideas of the proof are summarized below.

• Γ− lim inf: we consider uε
L1

loc−−→ u and we replace uε by a function vε satisfying:
i) Gε(uε) ≥ Gε(vε),

ii) vε
L1

loc−−→ u,
iii) vε ∈W ∩ SBV(R),
iv) we can apply lower semi-continuity.
• Γ− lim sup: we use the density of regular functions (or functions with a finite number of jumps) and
constant sequences.

Proof of the Γ− lim inf part: Let (εj) converging to 0 and (uj) ⊂W satisfying uj
a.e.−L1

loc−−−−−−→ u. In the
spirit of Braides’ proof, we construct the sequence of functions

gj(t) = β
[
u2
j (t+ ε) + u2

j (t− ε)
]
f

(
(uj(t+ ε)− uj(t− ε))2

2βε(u2
j (t+ ε) + u2

j (t− ε)) + ε2

)
adapted to energy (3). And let Φj : [0, 2εj ]→ R by defined by

Φj(t) =
∑
k∈Z

gj(t+ 2kεj),

extended by periodicity on R. We notice that only a finite number of terms are non zero in the definition
of Φj . Moreover,

Fεj (uj) = 1
2εj

ˆ
R
gj(t) dt = 1

2εj

∑
k∈Z

ˆ 2(k+1)εj

2kεj

gj(t) dt = 1
2εj

∑
k∈Z

ˆ 2εj

0
Φj(t) dt =

ˆ 1

0
Φj(t) dt.

Substracting a subsequence if necessary we can assume that
lim

j→+∞
Fεj (uj) = M < +∞.
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Let us fix η > 0 and introduce the sets

Aj =
{
y ∈ (0, 1) : Φj(y) ≤ Fεj (uj) + η

}
and Bj = (0, 1)\Aj .

Then

|Bj | ≤
1

Fεj
(uj) + η

ˆ
Bj

Φj(y) dy ≤ 1
Fεj

(uj) + η

ˆ 1

0
Φj(y) dy =

Fεj

Fεj
(uj) + η

−−−−→
j→+∞

M

M + η
< 1.

We can asume that for j large enough their exists a constant C, independant of j, such that

|Bj | ≤ C < 1,

implying that
|Aj | ≥ 1− C > 0.

We introduce the piecewice constant functions

T εy v(x) = v

(
y +

[
x− y
ε

])
,

constant on every interval of the form (y+ kε, y+ (k+ 1)ε), k ∈ Z. Then, in view of [Bra98, Lem. 3.36],
for almost every y we have

T εj
y uj

L1
loc−−→ u.

If we denote Pj(y) = ‖T εj
y uj − u‖L1 then we have

Pj
a.e.−R−−−−−→ 0.

Using Egorov’s theorem,

∃E t.q. |E| ≤ 1− C
2 and Pj

R\E−−−→
unif.

0.

So their exists yj ∈ Aj\E such that

T εj
yj
uj

L1
loc(R)−−−−→ u,

implying

(8) Fεj
(uj) + η ≥ Φj(yj).

To simplify notations, we assume that yj = 0 (up to a small translation, and a rescaling to remain in
W ). We introduce, as in [BDM97]

J1
j =

{
k : (uj(2(k + 1)εj)− uj(2kεj))2

2βεj(u2
j (2kεj) + u2

j (2(k + 1)εj)) + ε2
j

≤ 1
}

and
J2
j = J1

j
C
.

We define new functions vj ∈ SBV(R) which have the same limit u in L1 and energy lower than uj , such
that

vj(t) =
{

an affine interpolation of uj on (2kεj , 2(k + 1)εj) if k ∈ J1
j

piecewise constant if k ∈ J2
j

Following [Bra98, Rem. 3.37], we find that

vj
L1

loc, L1(0,1)−−−−−−−−→ u.

On the other hand we have

Fεj
+ η ≥

∑
k∈J1

j

1
4ε2
j

(uj(2(k + 1)εj)− uj(2kεj))2 +
∑
k∈J2

j

β [uj(2(k + 1)εj) + uj(2kεj)]

=
ˆ
R
|∇vj |2 dx + β

∑
t∈Jvj

|v+
j (t)|2 + |v−j (t)|2.

Passing to the limit on j and using the lower semi-continuity theorem in SBV
1
2 we deduce that u ∈ SBV

1
2

and
lim inf

j
Gεj
≥
ˆ
R
|∇u|2 dx + β

∑
t∈Ju

|u+|2 + |u−|2 = G(u)− η.
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Proof of the Γ− lim sup part: By density, it is enough to consider u ∈ SBV(R) ∩W , such that u has
only one jump at t0 ∈ (0, 1) (or a finite number of jumps), u ∈ C1(R\Ju), and u(x) ≤M , u(x) ≥ α > 0
a.e. in {x : u(x) > 0}.

We evaluate

Fε(u) ≈ β

2ε

ˆ t0−ε

−ε

[
u2(x+ ε) + u2(x− ε)

] (u(x+ ε)− u(x− ε))2

2βε(u2(x+ ε) + u2(x− ε)) + ε2 dx

+ β

2ε

ˆ t0+ε

t0−ε

[
u2(x+ ε) + u2(x− ε)

]
dx

+ β

2ε

ˆ 1+ε

t0+ε

[
u2(x+ ε) + u2(x− ε)

] (u(x+ ε)− u(x− ε))2

2βε(u2(x+ ε) + u2(x− ε)) + ε2 dx

−−−→
ε→0

ˆ 1

0
|∇u|2 dx + β

[
|u+(t0)|2 + |u−(t0)|2

]
.

�

Theorem 2.3. Let f : [0,+∞) → RN be a continuous, non decreasing function, vanishing only at 0,
and satisfying lim

t→0+

f(t)
t = 1 and lim

t→∞
f(t) = 1. And let Pε : R → R+ be a continuous, non decreasing

function such that ∀x ∈ (−∞, 0), Pε(x) = 0 and ∀x ≥ ε, Pε(x) = 1. We define on L1
loc(R) the following

functionals :

(9) Gε(u) =


β

2ε

ˆ
R

[
u2(x+ ε) + u2(x− ε)

]
f

(
(u(x+ ε)− u(x− ε))2

2βε(u2(x+ ε) + u2(x− ε)) + ε2

)
dx

+γ
ˆ
R
Pε(u) dx if u ∈W

+∞ else

and

(10) G(u) =


ˆ
D

|∇u|2 dx + β

ˆ
Ju

|u+|2 + |u−|2 dHN−1 + γ |{u > 0}| if u ∈W ∩ SBV
1
2 (R)

+∞ else

Then Gε Γ-converges to G in L1
loc(R).

Proof:
The proof is immediate since the recovery sequence is constant for u ∈ SBV

1
2 and

ˆ
I

ψε(uε) dx −−−→
ε→0

|{u > 0}|, while in general, if uε
L1

−→ u then lim inf
ˆ
I

ψε(uε) dx ≥ |{u > 0}|. �

3. Numerical results in 1D

In this section, we consider a particular case in dimension 1 for which we can compute analytically
the solution. Then we present some numerical results of the minimization of the approximations of (3)
presented in section 2.

3.1. Analytic computation in dimension 1. Let D = [0, 1], K = {0} and g ≡ 1 on K. In this
particular case, Ω is an interval [0, L], 0 < L < 1, and solves

(11) min
L

min
u(0)=1

ˆ L

0
|u′|2 dx + βu2(L) + γ |{u > 0}| .

A solution u of (11) is harmonic. Using the constraint on 0 and Robin boundary condition in L, we
find out that energy at L is equal to

E(L) = a2L+ β(aL+ 1)2 + γL = β

(1 + βL) + γL.

Solving Euler-Lagrange equation, we find that

L = 1
β

(
β
√
γ
− 1
)
.
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A solution of (11) for β = 2 and γ = 1 is finally

(12) u(x) =

 −x+ 1 if x ∈
[
0, 1

2

]
0 else

In this case, optimal energy is equal to

(13)
ˆ 1/2

0
|u′|2 dx + βu

(
1
2

)
+ |{u > 0}| = 3

2 .

3.2. Numerical aspects. We discretize [0, 1] using n + 1 points xi = i.h ∀i ∈ {0, ..., n} where h = 1
n .

And we denote u(xi) = ui ∀i ∈ {0, ..., n}. We approximate the first and second derivatives of u using
finite differences

u′i = ui+1 − ui−1

2h ,

u′′i = ui+1 − 2ui + ui−1

h2 .

Functionals (6) and (9) are non-convex, therefore we use a gradient descent method, alternately solving
for u and v for the local approximation (6). Moreover, we choose Pε(x) = max

(
0,min

(
x
ε , ε
))

and
f(x) = max (0,min (x, ε)). And to reproduce Γ-convergence process numerically, we choose an initial
value ε1 large enough to detect the jump and then refine it with a ratio εr until a final value ε2. We
denote by ε = ε1 ↘ ε2 this process.

Var u: vector, (v, v′): vectors, ε: real ;
begin

u← max
(

0,min
(

1, 1− 2ε− x
1− 4ε

))
, v ← u;

ε← ε1;
while ε ≥ ε2 do

repeat
un+1 ← un − δu dLε

du ;
// Only for the local approximation (6).
v′ ← v;
vn+1 ← vn − δv dLε

dv ;
constraint(u);

until ‖v − v′‖ is small;
ε← ε/εr ;

end
return (u, v) ;

end
Algorithm 1: Optimize-R((α, β, γ, ε1, ε2, εr): reals)

3.3. Acerbi-Braides type approximation. Local approximation (6) depends on two functions u and
v. In this functional, v should approximate u excepted on its jump set, where v has to be equal to 0.
We observe in figure 1 that v jumps just before u does, as expected. Moreover, jump of u is quite well
localised at point 1

2 . However, v does not match u exactly on regular parts.
Actually, if we look at the recovery sequences proposed by Acerbi and Braides for the proof of [AB+98,

Th. 3.1], we observe that the interface should appear on an interval of length ε
T . A direct computation

shows that if we want the interface to appear on 5 points when α ≈ 0, i.e. 5h ≤ ε
T , then ε ≥ 0.1 for 2000

points in [0, 1] and T = 40. Thus if we want to decrease ε, we need to refine the gridstep faster than ε
tends to 0, which leads to numerical difficulties.

3.4. Non local approximation. Figure 2 shows the results of the minimization of functional (9) with
different initializations. The final energies are listed in table 1.

We observe that the non local approximation leads to affine solutions with an expected behavior.
Nevertheless, the optimization algorithm is very sensitive to local minima (see Table 1). We observe that
an oscillating initialization leads to better solutions. A way to outperform these results is to rerun the
algorithm using a perturbation of the numerical optimizer u∗ as initialization and iterate this process
until convergence to a fixed solution. Figure 3 shows the result of minimization using this process.
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(u
0
,v

0
)

(u
o

p
t
,v

o
p

t
)

Lε(uopt, vopt) ≈ 2.9939 Lε(uopt, vopt) ≈ 3.5627

Figure 1. Minimization of (6) with various initializations, 10000 points and ε = 1.0↘
0.006.

u
1 0

u
2 0

=
u

1 0
+

si
n

(2
50

x
)

20
u

3 0
=

u
1 0

+
si

n
(2

50
x

)
5

ε = 0.1 ↘ 0.005 ε = 0.2 ↘ 0.005 ε = 0.24 ↘ 0.005

Figure 2. Minimization of (9) with various initializations and values of ε1, with 1000
points.
Table 1. Final values of energy for the experiments shown in figure 2. Expected value
(13): 3

2 .

ε = 0.1↘ 0.005 ε = 0.2↘ 0.005 ε = 0.24↘ 0.005
(9) with u1

0 1.489 1.520 1.473
(9) with u2

0 1.489 1.5054 1.473
(9) with u3

0 1.471 1.503 1.473



8 B. BOGOSEL AND M. FOARE

Figure 3. Minimization of (9) using a fixed point algorithm. From left to right: first
processing; second processing using a perturbation of the first optimum as initialization;
third processing using a perturbation of the second optimum as initialization.

4. The Two Dimensional Case

In dimension two, it is possible to solve directly the problem (2) using a method based on fundamental
solutions, if we restrict ourselves to simply connected shapes Ω and particular shapes of K. Indeed,
we are looking for a harmonic function which satisfies the given boundary conditions of type Dirichlet
on the inner boundary and Robin on the exterior boundary. Following an approach similar to the one
used in [Bog16] we may search for linear combinations of a family of radial harmonic functions which
approximately satisfy the boundary conditions. The advantage is that such a linear combination of
harmonic functions will satisfy the partial differential equation (2) analytically inside the domain. Error
bounds on the approximation can be given in terms of the error corresponding to the boundary conditions.
We describe below the numerical framework for solving (2), a basic error bound result and some examples
of the optimization of the outer boundary ∂Ω given the inner set K and a source function g defined on
∂K.

In dimension two, given a source point y0 ∈ R2, the function φ(x) = log ‖x−y0‖ is harmonic in R2\{y0}
and radial about y0. If we choose a family of source points y1, ..., yM and we denote φi(x) = log ‖x− yi‖
then any linear combination

α1φ1 + ...+ αMφM

is harmonic in R2 \ {y1, ..., yM}. Thus, if in our case the source points yi are all chosen outside Ω \K
then choosing u as a linear combination of φi will be harmonic in Ω \K. In our problem (2) we also have
boundary conditions and in order to impose those we consider a discretization of the boundary. Unlike
the result presented in [Bog16] we are dealing here with domains which are not simply connected. Below
we use ideas from [AA09] and [AV10] to efficiently choose the source points and the discretization of the
boundary ∂Ω and ∂K on which we impose the corresponding boundary conditions.

We consider two positive integers M1 and M0 and we consider points x1, ..., xM1 chosen on ∂Ω and
points xM1+1, ..., xM1+M0 chosen on ∂K. In our computations we will only deal with cases where ∂Ω and
∂K are parametrized using radial functions ρΩ, ρK : [0, 2π) → R+. In this case we choose the points xi
corresponding to an equal angle division of the boundaries ∂Ω and ∂K. Following ideas from [AV10] we
choose the source points on normals to ∂Ω and ∂K at points xi, at a fixed distance r = 0.1 from these
respective boundaries. Therefore we have yi = xi + 0, 1 · ~n(xi) (examples of distribution of points can be
seen in Figure 4). Since given coefficients αi, i = 1, ...,M1 +M0 the function u =

∑M0+M1
i=1 αiφi is defined

Figure 4. Example of a distribution of source and evaluation points on the exterior and
inner boundaries
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analytically, we can compute its gradient

∇u(x) =
M0+M1∑
i=1

αi
x− yi
‖x− yi‖

.

Therefore the Robin boundary condition on ∂Ω and the Dirichlet boundary condition on ∂K evaluated
at points xi, i = 1, ...,M0 + M1 can all be expressed as a system of linear equations in terms of the
coefficients αi, i = 1, ...,M0 +M1. The Robin conditions on ∂Ω evaluated at xi, i = 1, ...,M1 are given
by

M1+M0∑
j=1

αj

(
xi − yj
‖xi − yj‖

· ~n(xi) + β log ‖xi − yj‖
)

= 0,

for i = 1, ...,M1. The Dirichlet boundary conditions on ∂K evaluated at xi, i = M1 + 1, ...,M1 +M0 can
be imposed using

M0+M1∑
j=1

αj log ‖xi − yj‖ = g(xi).

Thus we can define the matrices A = ( xi−yj

‖xi−yj‖ ·~n(xi) + β log ‖xi− yj‖), 1 ≤ i ≤M1, 1 ≤ j ≤M0 +M1

and B = log ‖xi−yj‖,M1 +1 ≤ i ≤M0 +M1, 1 ≤ j ≤M0 +M1. Then the Robin and Dirichlet boundary
conditions can be imposed via the system

(14)
(
A
B

)
~x =

(
~0
~g

)
where ~x = (αj)M0+M1

j=1 contains the coefficients of the linear combination of the fundamental solutions
and ~g = (g(xi))M1+1≤i≤M0+M1 . Therefore, solving (14) will give us the coefficients αj for the function

u =
M0+M1∑
j=1

αjφj ,

function which is harmonic in Ω\K and satisfies the boundary conditions at points xi, 1 ≤ i ≤M0 +M1.
It is possible to find error bounds regarding our numerical method by using classical methods, like the

ones used in [GC99]. Suppose that uε satisfies the approximate partial differential equation

(15)


−∆uε = 0 in Ω \K

∂nuε + βuε = fε on ∂Ω
uε = gε on ∂K.

The variational form of the above equation is given by

(16)
ˆ

Ω\K
∇uε∇φ+ β

ˆ
∂Ω
uεφ+

ˆ
∂K

uεφ =
ˆ
∂Ω
fεφ+

ˆ
∂K

gεφ for every φ ∈ H1(Ω).

Theorem 4.1. Let gε ∈ L2(∂K) and fε ∈ L2(∂Ω) and that gε, fε,Ω,K are regular enough such that
uε ∈ C2(Ω \ K) ∩ C(Ω \K). Then if uε solves the equation (15) then there exists a constant C(Ω,K)
such that

‖uε‖L2(Ω\K) ≤ C(Ω,K)(‖fε‖L2(∂Ω) + ‖gε‖L2(∂K))
Moreover, the constant C(Ω,K) can be computed explicitly in terms of the sets Ω,K.

Therefore, if we have an upper bound on the terms fε and gε, we can deduce estimates on the solution
uε. In particular, if uε is the difference between the exact solution of (2) and the numerical approximation
given by the method of fundamental solutions, it is possible to deduce numerical error bounds by providing
estimates of the errors fε, gε made in the approximation of the boundary conditions. We note that the
regularity assumptions needed for Theorem 4.1 to be valid are true in our numerical simulations.

Proof: Taking φ = uε in (16) and applying the Cauchy-Schwarz inequality we get
‖∇uε‖2L2(ω\K) + β‖uε‖2L2(∂Ω) + ‖uε‖2L2(K) ≤ ‖fε‖L2(∂Ω)‖uε‖L2(∂Ω) + ‖gε‖L2(∂K)‖uε‖L2(∂K).

We denote, for simplicity Cε = ‖uε‖L2(∂Ω∪∂K). Using the inequality (a+ b)2 ≤ 2(a2 + b2) we get that

min{β, 1}C2
ε ≤ 2 min{β, 1}(‖uε‖2L2(∂Ω) + ‖uε‖2L2(K)) ≤ 2(‖fε‖L2(∂Ω) + ‖gε‖L2(∂K))Cε

This allows us to find an explicit upper bound for Cε in terms of the L2 norms ‖fε‖L2(∂Ω) and ‖gε‖L2(∂K).
Next, it is possible, to get estimates of ‖uε‖L2(Ω\K) in terms of Cε. We follow classical works like

[GC99], which give methods to find a priori error estimates for Poisson’s equation. The key ingredient
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is the following inequality which can be found, for example in [Gus99, p. 74]. If −∆uε = 0 then there
exists a constant c(Ω \K), related to the first Steklov eigenvalue of the biharmonic operator on Ω \K,
such that ˆ

Ω\K
u2
ε ≤ c(Ω \K)

ˆ
∂Ω∪∂K

u2.

For a proof of a more general version of this estimate, with a non-zero right-hand side in the Poisson
equation, see [Gus99, p. 74]. Finally, we conclude that

‖uε‖L2(Ω\K) ≤
c(Ω \K)1/2

min{β, 1} (‖fε‖L2(∂Ω) + ‖gε‖L2(∂K))

which finishes the proof. �
In order to perform the optimization of (1) we need to compute the shape derivative of

E(Ω, u) =
ˆ

Ω
|∇u|2 + β

ˆ
∂Ω
u2dσ,

where u solves (2). Following an approach similar to the one in [CDK13, Prop 5.1] we prove the following
shape derivative formula. For simplicity we place ourselves in the case where both Ω and the vector field
V inducing a perturbation of ∂Ω are smooth enough. These assumptions will be satisfied in our numerical
simulations.

Theorem 4.2. Suppose Ω is smooth and let V be a smooth vector field giving a perturbation of ∂Ω then
the derivative of the energy E(Ω, u) defined above in the direction of V is given by

(17) dE(Ω)
dV

=
ˆ
∂Ω
|∇τu|2V.n− β2

ˆ
∂Ω
u2V.n+ β

ˆ
∂Ω
Hu2V.n,

where ∇τ represents the tangential gradient with respect to ∂Ω and H is the mean curvature of Ω.

Proof: Using the fact that u satisfies (2) and performing an integration by parts we find that

E(Ω, u) = −
ˆ

Ω
uδu+

ˆ
∂Ω
∂nu udσ +

ˆ
∂K

∂nu udσ + β

ˆ
∂Ω
u2dσ =

ˆ
∂K

∂nu udσ.

This latter expression has the advantage of computing the energy as an integral on a fixed domain.
Therefore the derivative of E(Ω, u) is given by

dE(Ω)
dV

=
ˆ
∂K

∂nu
′ · udσ +

ˆ
∂K

∂nu · u′dσ,

where u′ satisfies the adjoint equation [CDK13]

(18)

 −∆u′ = 0 in Ω \K
u′ = 0 on ∂K

∂nu
′ + βu′ = (−β∂nu− βHu+ ∆τu)V.n+∇τu · ∇τ (V.n) on ∂Ω

,

where ∇τ and ∆τ represent the tangential gradient and the Laplace-Beltrami operators associated to ∂Ω.
Therefore it remains to compute

dE(Ω)
dV

=
ˆ
∂K

∂nu
′ · udσ,

since u′ = 0 on ∂K. Taking u as test in the equation of u′ and conversely we getˆ
Ω\K
∇u′ · ∇u−

ˆ
∂K

∂nu
′ · udσ −

ˆ
∂Ω
∂nu

′ · udσ = 0

and ˆ
Ω\K
∇u · ∇u′ −

ˆ
∂K

∂nu · u′dσ −
ˆ
∂Ω
∂nu · u′dσ = 0.

Subtracting these two relations we getˆ
∂K

∂nu
′ · udσ =

ˆ
∂Ω
∂nu · u′dσ −

ˆ
∂Ω
∂nu

′ · udσ.
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Figure 5. Numerical results obtained using fundamental solutions: radial case, g ≡ 1,
K disk and g non-constant, general K and general g

Now we use the boundary conditions of u and u′ on ∂Ω to conclude.ˆ
∂B

∂nu
′ · udσ = −

ˆ
∂Ω
βu · u′dσ + β∂Ωu

′ · udσ + β

ˆ
∂Ω
u′ · udσ

+ β

ˆ
∂Ω
∂nu · uV.ndσ + β

ˆ
∂Ω
Hu · uV.ndσ

−
ˆ
∂Ω

∆τu · uV.ndσ −
ˆ
∂Ω
∇τu · ∇τ (V.n) · u

=
ˆ
∂Ω
|∇τu|2V.ndσ − β2

ˆ
∂Ω
u2V.ndσ + β

ˆ
∂Ω
Hu2V.n,

where we have used the fact that by integrating by parts on ∂Ω we have

−
ˆ
∂Ω

∆τu · uV.ndσ =
ˆ
∂Ω
∇τu · ∇τuV.ndσ +

ˆ
∂Ω
∇τu · ∇τ (V.n)udσ.

This concludes the proof of (17). �
Note that the shape-derivative formula (17) is similar to the shape derivative of the Wentzell eigenvalue

[DKL16], which also contains tangential and normal components of the gradient of the solution u. As
already seen in [Bog16], a big advantage of using the fundamental solution formulation is that it allows
us to compute the integrands in (17) explicitly. Using a simple order one quadrature formula in order to
compute the integrals gives enough precision for the numerical algorithms to converge. The use of other
numerical methods may induce higher errors in the computation of the derivative.

In our numerical computation we use the hypothesis that the shape Ω to be optimized is star-shaped
and can be parametrized using a radial function ρΩ : [0, 2π) → [0,+∞). As in other works like [Ost10],
[AF12] or [Bog16], we consider the expansion of ρΩ into Fourier series which we then truncate to a finite
number of coefficients

ρΩ(θ) ≈ a0 +
N∑
i=1

ak cos(kθ) +
N∑
i=1

bk sin(kθ).

In this way we have described Ω using 2N + 1 parameters. Using the shape derivative formula (17) and
the fact that perturbing a Fourier coefficient induces a particular deformation field of the boundary we
can find the derivative of the energy E(Ω, u) in terms of each of the Fourier coefficients:

∂E

∂ak
=
ˆ 2π

0

(
|∇τu|2 − β2u2 + βHu2) cos(kθ)dθ

∂E

∂bk
=
ˆ 2π

0

(
|∇τu|2 − β2u2 + βHu2) sin(kθ)dθ.

We are now ready to run a quasi-Newton algorithm in order to optimize E(Ω, u) in terms of the first
2N + 1 Fourier coefficients. We perform the optimization in Matlab using the library [Sch12] with an
algorithm of the type LBFGS.

1. The Radial Case. We start with the case where K is the unit disk and g ≡ 1 on ∂K. In this
case, the solution Ω is a disk of radius t > 1. Therefore in this case u is radial and u(1) = 1. Thus
we may search for functions of the form u(r) = a ln r + 1. We recall below a direct computation taken
from [Mar17, Section 6.6.1, p 145] which can give the explicit solution of (1) given β and γ. We find that
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Figure 6. Numerical tests for K non-convex and γ = 0.1, 0.5, 1

Figure 7. Numerical tests for K non-convex, with variable source terms. Note that the
optimal shape Ω can become non-convex.

the explicit value of the energy in terms of t is

E(t) = 2π
1/(tβ) + ln t + γπt2.

For example, if β = 2 and γ = 0.1 then the minimum of the energy is attained in t ≈ 2.52 and the energy
in this case is equal to E(t) = 7.59. We run our shape optimization algorithm for β = 2 and γ = 0.1
and we obtain a disk, as expected, and the optimal energy agrees to 10−4 to the value obtained when
optimizing E(t) above. The result can be visualized in Figure 5.

2. General source term. We start by generalizing the source term g on ∂K. As the minimization
of the energy (1) is related to an insulation problem, we expect that the optimal shape Ω would be
thicker on parts of ∂K which have a higher value of the source term. In our computations below we used
g(θ) = 3 + sin(2θ) + 0.7 cos(θ)−0.2 cos(3θ) where θ is the parameter in the radial parametrization of ∂K.
We perform the optimization for parameters β = 2 and γ = 1.1. The result is presented in Figure 5.

3. General K and source term. It is possible to fully generalize the choices of K and the source
term g on ∂K. An initial example can be seen in Figure 5. We may wonder if it is possible to obtain
non-convex optimal shapes Ω. As suggested in [CK16] when K is convex and g ≡ 1 it is likely that the
optimal shape Ω is convex. One may wonder what happens if K is non-convex. In Figure 6 we investigate
what happens if K is a particular non-convex shape and we increase the parameter γ, allowing less and
less area. We notice that the optimal shape remains convex in this case. One aspect which may prevent
Ω from becoming non-convex when g ≡ 1 is the fact that non-convex parts of ∂K generate more heat and
therefore need to be better insulated. It is possible to observe non-convex optimal shapes even if g ≡ 1
if we have an elongated non-convex source K, as can be seen in Figure 7. If, in addition, we consider
non-convex source domains K with small heat sources on the reentrant part, we may obtain non-convex
optimal shapes Ω, as can be seen in Figure 7.

Remarks concerning the numerical results in 2D. The simulations performed above allow us
to find couples (Ω, u) which solve (1). In the simulations we can see the shape of the optimizers as
well as the function u which solves the partial differential equation with Robin boundary condition (2).
Using the numerical algorithm it is possible to observe the behavior of the optimal shape with respect
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to changes in the geometry of the source domain K and the changes in the value of the source g on ∂K.
Numerical results show that if K is convex and g ≡ 1 then the optimal shape is likely to be convex. If K
is non-convex it is possible to obtain non-convex optimal shapes in the case g ≡ 1 and also by choosing
a general source term g. The results obtained with the shape optimization algorithm are in accordance
with the intuition: the insulating material will concentrate in places where the value of the heat is larger.
When considering constant source term, the insulator distributes uniformly around the source K, with
variations depending on the shape of K and on the penalization on the area of Ω.
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